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ABSTRACT

The monitoring of long-term physiological parameters in hospital settings is costly and requires the presence 
of important healthcare personnel. Wireless medical sensor networks (WMSNs) can be used to monitor 
patients’ physiological data, making healthcare applications one of the most promising areas for wireless 
sensor networks. The remote management of patient healthcare may change with the introduction of 
wireless sensor devices as a part of a Wireless Body Area Network (WBAN) integrated within an overall 
e-Health system. A crucial component of a comprehensive health monitoring network can include tiny sensor 
devices that are positioned within or on top of the human body. Although it should be efficient in its process, 
an energy-efficiently built WBAN and WMSN should have no effect on the patient’s mobility or way of life. 
WBAN technology can be used in a patient’s residence, a hospital, or a health care facility. Patients’ privacy 
is jeopardised when new technologies are implemented in healthcare applications without proper security 
considerations. Security is an essential prerequisite for healthcare apps since physiological data about an 
individual is extremely sensitive, particularly when it comes to patient privacy. 
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RESUMEN

La monitorización de parámetros fisiológicos a largo plazo en entornos hospitalarios es costosa y requiere 
la presencia de personal sanitario importante. Las redes inalámbricas de sensores médicos (WMSN) pueden 
utilizarse para monitorizar los datos fisiológicos de los pacientes, lo que convierte a las aplicaciones 
sanitarias en una de las áreas más prometedoras para las redes inalámbricas de sensores. La gestión a 
distancia de la atención sanitaria a los pacientes puede cambiar con la introducción de dispositivos sensores 
inalámbricos como parte de una red inalámbrica de área corporal (WBAN) integrada en un sistema global de 
sanidad electrónica. Un componente crucial de una red global de vigilancia sanitaria puede incluir diminutos
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dispositivos sensores colocados dentro o encima del cuerpo humano. Aunque debe ser eficiente en su proceso, 
una WBAN y una WMSN construidas con eficiencia energética no deben afectar a la movilidad ni al modo 
de vida del paciente. La tecnología WBAN puede utilizarse en la residencia de un paciente, en un hospital 
o en un centro sanitario. La privacidad de los pacientes se pone en peligro cuando las nuevas tecnologías 
se implantan en aplicaciones sanitarias sin las debidas consideraciones de seguridad. La seguridad es un 
prerrequisito esencial para las aplicaciones sanitarias, ya que los datos fisiológicos de una persona son 
extremadamente sensibles, sobre todo cuando se trata de la privacidad del paciente.

Palabras clave: Redes Inalámbricas de Sensores Médicos; Redes Inalámbricas de Área Corporal; Atención 
Sanitaria a Pacientes; Ataque.

INTRODUCTION 
The development of computing and communication technologies has accelerated. In many facets of daily 

life, the capacity to coordinate and communicate between various devices through wireless communication has 
had a profound effect.(1) One field that has evolved slowly is medicine. Regarding the security and integrity of 
the data generated and kept up to date in the systems being built to assist physicians and patients in meeting 
their needs, there are several worries.(2) Applying many of the most modern wireless communication innovations 
to issues in the medical field requires careful consideration of patient safety and privacy.(3) The general public 
is concerned about the processing, transmission, and storage of personal medical information in below figure 
1. The veracity and correctness of the medical data that they receive worry clinicians. It is beneficial to look 
into the security vulnerabilities that are now present in wireless networks and the ways in which they have 
been fixed in order to allay worries about the use of this technology for patient monitoring.(4) Applying the 
knowledge gathered from wireless deployments will allow clinical systems’ needs and concerns to be met, 
ensuring staff and patient safety. The security concerns must be resolved before wireless technology, which will 
greatly improve clinical care, is implemented in the clinical setting.(5) The capacity to remotely follow patient 
information will allow clinicians to see a fuller picture of their patients’ health. The longer period of time that 
patient data can be collected will improve knowledge of the effects of medical interventions and enable more 
thorough improvement of those interventions to produce better overall outcomes or customized interventions 
for every patient.(6) Thanks to technology, doctors will be able to determine if a patient’s health is steady or 
decreasing over an extended period of time.

Figure 1. Applications of IoT

 Health Leadership and Quality of Life. 2024; 3:.180  2 

https://doi.org/10.56294/hl2024.180


Research Background
Wireless Medical Sensor Networks (WMSN) are networks of medical sensors that are positioned within or 

outside of the body to monitor a patient’s vital signs and send the information they detect in a timely manner, 
all without the need for human involvement, to a distant site.(7) The patient’s movements within their home, 
their body temperature, and other biomedical data like oxygen saturation can all be monitored by a MWSN.
(8) Following discharge from the hospital, a patient’s vital signs, including heart rate, temperature, blood 
pressure, motion or acceleration, pulse oximetry, etc., can be continually monitored. Patients may very well 
receive very little medication in addition to sensor data, according to data from medical sensor networks.(9) 
The drug’s delivery would be managed through wireless transmission. Since the patient’s medical care and the 
data collected by a MWSN are so closely linked, all communication needs to be very secure, highly reliable, 
and simple to access in order to prevent mistakes and guarantee that the patient gets the medication they 
require when they need it.(10) WMSN can be used to improve the quality of care in a wide range of healthcare 
applications, including ambulatory monitoring, clinical monitoring, monitoring of vital physiological signals in 
hospitals, elderly individuals receiving at-home care, monitoring during mass casualty disasters, and more.
(11) Wireless Body Area Networks (WBANs) are also useful for other applications, such as patient self-care and 
sports-person health status monitoring.(12)

The paper’s next section is structured as follows: Section 2 provides the main goal and target of the wireless 
Body Area Networks. Section 3 proposed a novel methodology. Section 4 describes the experiment that was 
conducted utilizing a novel technique. Section 5 presents the work’s conclusion. 

Proposed Framework
The field of Artificial Intelligence (AI) is Machine Learning that allows the device or system to enhance 

the learning capability naturally or without any interaction of an individual.(13,14) The system can improve its 
performance through training even in the absence of any programming. Despite being a branch of computer 
science, machine learning is not like other approaches.(15) Conventional algorithms follow a predetermined 
series of steps to address an issue. The machine learning algorithms are trained earlier with a massive amount 
of data in order to create a better diagnosis and decision for the fresh data. The learning algorithm improves 
significantly if it is frequently taught with a large volume of data. It creates the prediction model using historical 
data as a result of this training.(16,17) It is discovered that such a trained algorithm produces accurate predictions 
and conclusions. Modern technologies take use of machine learning’s advantages. Figure 2 shows how BLID is 
designed. It is composed of three levels, which are explained as follows:

•	 Unsupervised Layer: the fuzzy membership values are used in the unsupervised layer by the Fuzzy 
C Means clustering technique to generate the number of clusters.

•	 Supervised Layer: using fuzzy clusters, the Random Forest and Naive Bayes classifiers are trained 
and evaluated in the supervised layer. 

•	 Decision Layer: to help us decide more wisely about the intrusions, we use the Randomised 
Weighted Majority Algorithm in the decision layer.

Unsupervised Layer
Based on the fuzzy membership function, the fuzzy c-means clustering separates the dataset into a massive 

number of groups.(18) Within the cluster, the data points are homogeneous, while outside of certain clusters, 
they are heterogeneous. The data is clustered once the pertinent features have been extracted.(19,20) Fuzzy 
C-Means clustering is a text and soft clustering approach that creates various clusters. The fuzzy membership 
value is used to define the cluster group. The fuzzy membership value is updated recursively in this repetitious 
approach.

Algorithm: Fuzzy C-Means Clustering
1.	 Initially, set the closure criteria as 0,001.
2.	 Select the cluster number (c) haphazardly.
3.	 Reckon the cluster membership function is calculated.
4.	 Reckon the Center value is measured.
5.	 The objective function is estimated.
6.	 Reiterate steps 3, 4 and 5 until the closure criteria satisfy.

Every piece of data in the dataset is assigned to the proper clusters once this algorithm has been processed. 
The FCM is used to reduce the bulk of the dataset and its ramifications.(21,22) It improves the performance of 
Random Forest and Naïve Bayes classifiers.

Supervised Layer 
The simple supervised classification method known as Naïve Bayes employs the fundamentals of the Bayes 
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theorem.(23,24) The NB approach assumes the naïve among the examples for every data point in the dataset. 
The categorisation method that operates under supervision is called Random Forest. Several decision trees are 
required for the development of Random Forest, as opposed to just one. As implied by the name “forest,” a 
vast number of trees are needed to create a forest. If the random forest is constructed from more decision 
trees, its accuracy will increase.(25) The quantity of trees determines how resilient the forest is. It uses the 
output from each decision tree in the random forest to determine the ultimate conclusion. When compared to 
the outcomes of the random forest, the decision tree’s accuracy is low.

Figure 2. Proposed Framework

Decision Layer
In our suggested approach, we employ the Gushing Randomised Weighted Majority Algorithm (GRWMA) as an 

Intelligent Decision Agent (IDA) to help choose between Random Forest and Naïve Bayes, the two fundamental 
classifiers.(26) According to the Randomised Weighted Majority Algorithm solves the expert advice dilemma. Two 
base classifiers are employed in our approach, and each has its own weight. Each classifier makes the prediction 
for new instances, and it also assigns the label for the predictions and weights for the two classifiers. Every time 
the classifier correctly predicts a label, it modifies its weight;(27,28,29) if it predicts a wrong label, the constant 
factor is penalised. It forecasts which of the two classifiers is the better one.

RESULTS AND DISCUSSION

Figure 3. Predictor variables
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The evaluation of the performance of the Sinkhole detecting algorithm is done by NS2-simulations. A 600 by 
600 metre field is used to simulate a wireless sensor network, with 50 and 400 nodes distributed uniformly at 
random. The sensors use the IEEE 802,11 MAC protocol and have a 10-meter radio range. 

In order to compare the outcomes of different anomaly detection algorithms, we employ four intrusion 
detection datasets: the IoT Network Intrusion Dataset 2019 and the KDD CUP 99, NSL-KDD, and CICIDS 2017 by 
Ring et al. The KDD CUP 99 and NSL-KDD datasets contain 23 different attacks across the four categories (DoS, 
U2R, R2L, and Probe). The six categories of the 15 sub-attacks in the CICIDS 2017 dataset include distributed 
denial of service, online assault, infiltration, botnet ARES, and brute force. Two devices are used to record the 
IoT network intrusion dataset: the SKT NUGU (NU 100) and the EZVIZ Wi-Fi camera (C2C Mini O Plus 1080P).

Figure 3 illustrates that FCM-NB achieves 0,92 accuracy, 0,84 recall, 0,83 F1 score, 0,89 precision, 0,31 
specificity, 0,39 error rate, and 0,35 false positive rate, while NB achieves 0,88 accuracy, 0,76 recall, 0,79 F1 
score, 0,75 precision, 0,48 specificity, 0,32 error rate, and 0,36 false positive rate. Figure 4 illustrates how well 
the FCM-NB classifier detects the probing and R2L assaults compared to the other two attacks.

Figure 4. Time taken to identify the intruder sink node

Figure 5. Performance comparison of Distinct Attacks in NB and FCM-NB for KDD CU LI P 99
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The suggested protocol’s time taken to identify the invader sink node is depicted in figure 4 graph. Sinkhole 
attacks, both single and multiple, are used to repeat the protocol. A single sinkhole attack is detected by the 
protocol in 5 seconds, whereas 5 sinkhole attacks are detected in 30 seconds.

In terms of round count and sinkhole node detection, the suggested algorithm’s and CSW’s performances are 
compared. After around six cycles, the suggested method finds every Sinkhole node, as shown in figure 5. One 
of the key elements of sensor networks is network dependability. The network’s ability to detect events during 
the course of the network’s lifetime can be used to establish these QoS parameters. A network’s reliability 
increases with the number of events it is able to report. It is clear from figure 5 that the suggested approach 
outperforms the current technique in terms of reliability.

Figure 6. Reliability of the proposed algorithm with CSW

With 400 nodes instead of just 9, the algorithm’s detection accuracy remains constant. It reaches its peak 
when there are a maximum number of nodes because the algorithm is very scalable and performs well even 
with a wide range of network sizes. Performance is virtually completely unaffected by the size of the network. 
The variance in detection accuracy as a function of network node count is depicted in figure 6.

Figure 7. Detection accuracy variation with respect to Number of Nodes

The only factor influencing the sinkhole attack’s detection accuracy is the variance in compromised nodes. 
This occurs as a result of the monitoring time interval influencing the detection accuracy since the attack is 
evaluated over a period of time. The window of time that a base station needs to gather packets and examine 
them for indications of intrusion is known as the monitoring interval. Due to the shorter time interval, fewer 
packets are being gathered, and since packets are discarded at random, it is possible that fewer packets will 
be dropped during a brief monitoring interval. As a result, no alarm will sound, leading to false negatives.
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Figure 8. Probability of false negative with Percentage of compromised nodes in various time windows

This condition is less likely to occur when the interval value increases or when nodes initiate a sinkhole 
attack, i.e., packet drop = 100 %. In the latter situation shown in figure 7, the dropped packets likelihood 
throughout an interval are fewer, results in a false negative being near to zero and hence, the accuracy of 
detecting this assault is close to 100 %.

CONCLUSIONS
Security is a major concern in the context of pervasive connection and the Internet of Things. IoT-enabled 

industries and organizations are increasingly open to assaults. It is difficult for traditional cybersecurity systems 
to detect zero-day threats. The intruder takes use of the IoT infrastructure’s access privileges to obtain useful 
data. Few security dangers are well-known threats, and few occur over time which is unknown attacks. 
Using machine learning techniques to provide intrusion detection is an effective strategy to deal with these 
unmatched problems. In order to lessen the abnormalities in the Internet of Things environment, we created a 
robust machine learning framework. This is the framework that Bi-Layer Intrusion Detection uses to follow. In 
the fog node, distributed training is the framework’s last achievement.
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